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Abstract

This paper proposes a simple deep convolu-
tional neural network system for facial recogni-
tion. This deep learning facial recognition sys-
tem aims to reach human level accuracy while
keeping the network as simple as possible. The
paper also discusses different approaches in de-
signing neural networks for facial recognition by
using two different datasets and comparing their
results

1. Introduction

Facial recognition is considered to be among the classical
challenges in computer vision. It recently became one of
the hot topics in the study of artificial neural networks and
has attracted a great deal of research interest (Lu & Tang,
2014; Parmar & Mehta, 2014; Zhou et al., 2015). Although
there are no known best setups for every type of neural net-
work, there are specific types of neural networks that work
the best on a given problem. According to the research
done by researchers at Microsoft convolutional neural net-
works seem to work best with visual documents (Simard
et al., 2003). Therefore, I have decided to use CNN for
image recognition.

For this project I have used LFW (Labeled Faces in the
Wild) benchmark (Huang et al., 2007) which is considered
to be one of the most difficult constrained datasets for a
machine to learn according to Zhou, Cao, and Yin (2015).
Unfortunately, there was a small issue working with the
dataset. Due to lack of access to high performance ma-
chines, I was forced to cut down my dataset size. The ap-
proach used was inspired by scikit-learn’s (Pedregosa et al.,
2011) example! of using PCA for facial recognition. Their
example suggests using a minimum of 70 pictures per per-
son. This limits the dataset to only 1288 images total with-

'"http://scikit-learn.org/stable/auto_
examples/applications/face_recognition.html
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Figure 1. Sample faces from LFW dataset

The neural network proposed in this paper is mainly aimed
to outperform “out-of-the-shelf” machine learning algo-
rithms for facial recognition such as PCA Eigenfaces,
SVMs, and etc. This project design is not intended to out-
perform any professional designed facial recognition neu-
ral network systems such as Megvii, DeepID, or DeepFace.
The intent of this research is to understand the relationship
between neural networks and datasets, while aiming for a
human level accuracy in recognizing faces of people in a
given dataset.

In order to better evaluate the network’s performance it was
also tested with a dataset containing look alike faces. This
would help in understanding how the network will perform
against the real world problems.

2. Face Recognition System
2.1. Simple CNN

The simple CNN system with one two-dimensional convo-
lution and localization, followed by one two-by-two max-
pooling and fully connected layers was able to achieve
93.78% accuracy rate. This result already shows a huge
improvement compared to the out of the box face recog-
nition algorithm discussed earlier that uses eigenfaces and
SVMs taken from Scikit-Learn website which is only able
to achieve 86% accuracy.

However, the same face recognition system using simple
CNN fails significantly when it comes to differentiating


http://scikit-learn.org/stable/auto_examples/applications/face_recognition.html
http://scikit-learn.org/stable/auto_examples/applications/face_recognition.html

Facial Recognition with Deep Learning

train P — save

full_connection!

conv_layerl_1

Figure 2. Simple Convolutional Neural Network graph generated
by Tensorflow

look alike faces from the real people achieving approxi-
mately 10% accuracy. The evaluation test was performed
against the “Look Alike Face Database™? acquired from the
Image Analysis and Biometrics Lab at ITIT Delhi website?
(Lamba et al., 2011).
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Figure 3. Sample faces from Look Alike People Dataset with im-
postors positioned right of the original person’s picture

This raises two different issues. The high error rate could
be due to the dataset being considerably smaller than the
previously used LFW dataset (500 vs. 1288). An alter-
native solution to this error could be the shallow network
restricting its ability to learn necessary features of each per-
son. In order to identify the reason for the high error rate,
both issues were addressed.

2.2. Deep CNN

The Deep CNN approach assumes that a shallow network
loses the ability to learn enough features to be able to differ-
entiate between people. Therefore, we assume that adding
more layers perhaps could improve the existing results.
While designing the deep CNN, the final prediction rate
fluctuated a lot depending on the way the neural network

http://iab-rubric.org/databases/
LADatabase.rar
*http://www.iab-rubric.org/resources.html

was designed, sometimes even going as low as 70%. This
indicated that with the increase of convolution layers the
risk of overtraining also increases. Therefore, in order to
be able to have better control over the results previous neu-
ral network was increased just by one extra layer. Still,
with the LFW dataset the performance of the neural net-
work did not improve as was expected. The final prediction
rate for the LFW dataset ended up being 87%. The same
deep CNN resulted in an accuracy rate fluctuating between
7% and 15%.

These results show that deeper convolution networks de-
pending on the dataset can improve the results, but it can
also decrease them. Most possible explanation is that with
deeper neural networks it is very easy to overtrain the net-
work with the way it is being set up.

2.3. Simple CNN + Artificial Dataset

The second approach assumes the dataset size is directly re-
lated to the available amount of information about each per-
son in the dataset. Since the Look Alike People dataset size
is very small, the dataset was extended artificially by ran-
domly picking images from the dataset and flipping them
horizontally or adding a bit of noise to the image. This ap-
proach extends the dataset from having a total of 500 visual
documents to 1250, which is very close to the previously
used LFW dataset’s size.

Original Flipped Noise

Figure 4. Preprocessed LAP sample images of Princess Diane and
her look alike that were used to extend the LAP dataset

With this new artificially extended dataset, our face recog-
nition system using shallow CNN is able to achieve an ac-
curacy rate of 66.67% when LAP dataset is used.

This result supports the argument that large amounts of in-
formation regarding each class must be fed into the system
during the training process. This is must be done in or-
der to achieve strong confidence in a neural network. This
indicates the more features the neural network learns, the
more confident it will be in identifying those features in the
real world. This also supports the previous results that we
were received from the LFW dataset. Since minimum of
70 images were used per person, the dataset had a lot more
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information per person compared to the people in the LAP
dataset.

The LFW dataset with 1288 images consists of only 7
classes, whereas LAP dataset with 1250 images consists
of 100 classes. Therefore, the extended LAP dataset is still
significantly smaller in size compared to the LFW dataset.
The ratio of features per class between datasets is extremely
low. Hence, the facial recognition system is only able to
achieve a 66.67% prediction rate. However, when the LFW
dataset is extended the same way, neural network is able to
result in 95.56% accuracy.

2.4. Deep CNN + Artificial Dataset
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Figure 5. Deep Convolutional Neural Network graph generated
by Tensorflow

This approach is used to get the most out of the both previ-
ous approaches in order to achieve higher confidence rate.
By using this approach the facial recognition system is
able to achieve 71.99% accuracy rate with the extended
LAP dataset. However, the same neural network is only
able to achieve 91.08% accuracy with the extended LFW
dataset. Although, with a little tweaking of convolution
layers’ of the deep neural network the accuracy goes back
up to 95.78% accuracy.

These results show that deeper neural networks’ perfor-

mance is directly related to the actual dataset’s features, i.e.
sample sizes, dataset size, or any other possible features.

3. Future Research
3.1. Deeper CNN + Artificial Dataset

As the research shows, increasing the number of layers as
well as the information per class will result in the ability of
the neural network distinguishing between features of peo-
ple with higher accuracy. This can also be supported by the
results of DeepID convolutional neural network (Ouyang
et al., 2014). However, increase of layers in a neural net-
work can result in a higher risk of overtraining. Therefore,
more research needs to be done in order to build a better
deep convolutional neural network.

3.2. CNN+RNN

Recent studies show that by using Recurrent Neural Net-
works (RNNs) machines are able to generate images
("dream”) (Theis & Bethge, 2015; Graves, 2013; Gregor
et al., 2015) with log-likelihood scores (Oord et al., 2016).
With the use of these neural networks, it could be possible
to achieve even better results. Especially with images that
are taken in non-standard conditions and/or missing some
of features.
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